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Definition

• Delta coding is an iterative genetic search strategy that dynamically
changes the representation of the search space in an attempt to
exploit different problem respresentations.



Why Delta coding?

• Delta coding sustains search by reinitializing the population at each
iteration of search
• Avoids asymptotic performance when population becomes more 

homogeneous



Why Delta coding?

• Genetic Algorithms are very sensitive to the representation of the
problem. The choice of it can determine whether a particular search 
method will succeed or fail.
• Searching a problem space while dynamically changing the problem 

representation.

• Leads to changes of the difficulty of a search problem.

• Try to avoid the biases associated with one particular representation of the 
space

• If some representations pose an ‘easier’ search problem or better 
performance for a genetic algorithm, it should be exploited.
• E.g. 3 bit length vs 5 bit length or grey vs binary encoding



The Algorithm

• Three phases:
• Initialization phase
• Transition phase
• Delta Iteration phase

• Diversity metric
• Reinitialize population
• Interim Solution
• Encoding parameters
• Decoding parameters
• Delta values (±Ꟙ)
• Changing amount of bits



Normal Genitor Phase

• First initial phase
• Binary problem encoding

• GENITOR engine

• Diversity metric
• Comparing the best and worst strings in 

the current persisting population
• Persisting is defined as the best N-1 strings 

in the population size of N

• If the two strings are identical or vary by 
a single bit in the least significant 
position, search is suspended

• Best solution is saved as Interim Solution



Transition Phase

• Best solution is saved as Interim 
Solution

• Population is reinitialized randomly

• Encode Parameters
• Using X-1 bits as normal bits and extra 

bit as sign
• E.g. [1|1001]



Delta Iteration Phase

• Genitor is thus restarted
• Each parameter is assigned a delta 

value (±Ꟙ) to the interim solution 
saved from previous iteration
• Delta value is a measure of distance to

the interim solution

• Searches a new hypercube with the
interim solution to the origin

• The numerical range of each
parameter is altered to allow the
algorithm to search different 
subpartitions of the hyperspace
• This is done by altering the number of 

bits used to represent each parameter



Delta Iteration Phase

Decoding Parameters

• 3-bit string example with [000] as interim 
solution

• If sign bit is 0:
• Add delta value to interim solution

• E.g. 001 receives delta value 1:
010 = 2, and 011 = 3

• Is sign bit is 1:
• Complement all other bits and add result

• E.g. 100 will be 111 and delta value is equal to -3

• So Binary parameter 7 is adjacent to
parameter 0 in this case 
• Only mapping is changed, not the number of 

bits



Delta Iteration Phase

Bit alternation

• If the best new solution is not
different from the previous interim 
solution (Delta values = 0)
• And if parameter length is lower then 

original length
• 1 additional bit

• If the best new solution is different
from the previous interim solution
• Higher then lower bound length (= to

prevent search becoming too small)
• 1 less bit



Delta Iteration Phase

If the interim solution is close to boundary of the search space, then sampling will be discontinued and 
resumed to the opposite boundary of the space



Advantages of Delta Coding

• It is conceptually simple to understand and implement

• Does not rely on disruptive mechanisms to sustain diversity during genetic
search
• Searches until the diversity of current population is exhausted

• Saves the best known solution parameters at that point and reinitializes population
which provides a new and diverse population to resume the search resulting in 
heterogeneous behaviour.

• Adjusting the size of the hypercube on the solution space are a function of 
the current population diversity and previous interim solution
• No complex mechanisms

• It could also allow shorter populations in reduced hypercubes.



Advantages of Remapping Hyperspaces

• Not to locate ‘easiest’ mapping of the function, but an easier mapping
than those explore earlier
• No attempt is made to preserve previous relationships in Hamming space.



Advantages of Remapping Hyperspaces
The strings in Figure 3a are organized according to
Hamming Distance with respect to 0000 and then 
ascending nummeric value; global optimum at 1111 
with deceptive attractor 0000

The strings in Figure 3b are organized same as 3a. 
Global optimum 1111 with two local optima: 1000 
and 1111, so no 0000



Advantages of Subpartition Sample



Performance Comparisons of Delta Coding

• CHC

• Elitist Simple Genetic Algorithm (ESGA)

• GENITOR

• Random mutation hill-climbing (RMHC)

• F1 - F5: De Jong

• F6: Rastrigin

• F7: Schwefel

• F8: Griwank



Empirical Test Design

• Try to tune parameters of each algorithm such that the performance 
is as much as possible improved

• Best performance measure: Greatest number of runs locating the
optimal solution while expending the least amount of work possible
(E.g. the smallest number of recombinations)



Gray coding

• Gray coding is a general method for transforming one binary mapping
into another such that the resulting consectutive binary
representations differ in a single bit position

• Binary Reflected Gray Code



Gray coding



Results (with Gray Coding)

• Percent Solved: Percentage optimal
solutions found

• Average Trials: Average number of 
recombinations over sucessful runs

• Average best and maximum trials 
only when optimal is not 100% 
found

• Average best: Average fitness of the
best individual in the population for
all 30 runs after the maximum of 
recombinations have been executed



Results (with Gray Coding)

• ESGA best performed when no 
crossover is used
• When no crossover is used, it

always performs better then 
GENITOR

• GENITOR finds the optimal solution 
consistently (besides F8)

• GENITOR performed best when
mutation was added



Results (with Gray Coding)

• Suprisingly, RMHC consisently finds the optimal
solution for six out of eight test functions, 
performing better then ESGA and GENITOR on 
four of those six cases

• Initial run for Delta coding used Grey coding, the
subsequent runs used signed binary coding with 
a lower bound of 4-bits

• CHC solved F7 and F8 using fewer
recombinations than any other algorithm and 
only algorithm besides delta coding to solve
consistently

• Delta coding performed best or second best on 
all functions besides F6 and F7
• Delta Coding performed especially well on 

F2, F4 and F8 which proved to be very
difficult for other functions



Results (with Gray Coding)



Should Grey Coding be used?

• Gray coding not only eliminates Hamming Cliffs but also has the
potential to significantly alter the number of local optima in the
search space as well as the size of the basins of attraction. 

• Gray coding also induces a new set of hyperplane relationships, thus
changing the schema competitions during genetic search.



Hamming cliffs

• A Hamming cliff occurs when two consecutive numbers have 
complementary binary representations
• E.g. binary numbers 7 and 8 (1000 and 0111)

• Consequently, may not locate optimal solution

• Property: two local optima in binary space will be in the same attraction
basin in Grey coded space



Number of local optima

• Number of local optima for F6 until 
F8 functions for 10-bit strings

• F6 and F7
• Fewer Local optima for Grey coding
• Number of local optima grow the 

formula: 𝑙𝑑

• As dimensionality increases, Grey 
coding solves a simpler function 
mapping

• F8
• approximately equal
• More rapid then 𝑙𝑑
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• Fewer Local optima for Grey coding
• Number of local optima grow the 
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• As dimensionality increases, Grey 
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Example

• Binary
• Local minima: 0001, 0010 and 

1110

• Global minimum: 1000

• Gray Code:
• Local Minima: 0011 and 1001

• Global Minimum: 1100



Results (Binary vs Grey)

• Steepest Descent Search
• Start at random point in 

Hamming Space
• Evaluates 𝑙 of its neighbors

(𝑙 = length of string)
• Algorithm moves to neighbor

with smallest fitness value if it is 
equal or less then current point

• Repeated until a better solution 
cannot be founded

• If optimum is not reached, a new 
random starting point will be
generated



Results (Binary vs Grey)

• Grey Coding significantly
enhances performance of 
Steepest Decent Hill for most 
of the functions
• More often

• Fewer average trials

• Better average solution



Attraction basins

• Suprising for F8, based on the number of 
local optima difference between encodings
• Proved be equally difficult

• The percentage of points in the attraction
basin of the global optimum increases
dramatically when grey coding is applied

• Global attraction basin in Grey space is 43% 
while 35% for Binary space

• The size of the attraction basin containing
the global optimum increases relative to
other basins of attraction as the
dimentionality is increased



Should Grey Coding be used?

• Gray coding not only eliminates Hamming Cliffs but also has the
potential to significantly alter the number of local optima in the
search space as well as the size of the basins of attraction. 

• Gray coding also induces a new set of hyperplane relationships, thus
changing the schema competitions during genetic search.





Results (without 
Grey Coding)
• RMHC solves only one of the

test functions consistently

• CHC cannot solve F6 and F8 
consistently

• Delta coding solves every test 
function consistently



Oscillation in Delta Coding

• F6 and F7 are more challenging for Delta Coding
• Oscillation condition

• Oscillation occures when the number of bits representing each
parameter has been reduced to a lower limit such that the parameter 
representations cannot be reduced further
• Converges to solution: 𝐴

• In the next iteration: 𝐵

• The solution is different so no increasement and cannot be reduced further

• So next iteration: 𝐴





How to deal with Oscillation?

• Save most recent interim solutions for several previous iterations
• Oscillation can then be identified

• Enlarge the search window by increasing number of bits
• Single bit
• Back to original length

• Test combinations of parameter values in most recent previous interim 
solutions
• E.g. if there exists 4 function parameters, combine first and second parameter of one 

interim solution with third and fourth from another interim solution
• Results in new set of input parameters for evaluation

• Seeding the population with strings that represented those parameters 
previous iterations ago with respect to the current interim solution
• Search space is broadened again



Weakness Delta Coding

• Creates offspring which is worse then the current population

• Offspring are never inserted in the rank position of GENITOR serach
mechanism

• Diversity does not change so diversity criterium will not be met

• Thus, reaches maximum number of trials

• Changing the maximum number of trials influenced the performance 
of Delta coding



Overhead of Delta Coding

• Used criteria overlook the relatively high Overhead in Delta Coding

• Two reasons:
• Testing the Hamming distance between population members to check for

population diversity to continue the search

• The total reinitialization of the pupulation for each delta iteration

• Delta Coding is one of the most expensive algorithms
• So Time measurement gives a better indication





Notes Overhead

• Overhead in Delta Coding is inefficient
• RMHC takes only slightly more recombinations then Delta Coding for F1 (Grey

Coding)
• Delta takes twice as much time

• If the problem is more difficult, then Delta is much faster (see table
10)

• Delta coding has more overhead then CHC in cases
• Dramatic difference is related to the number of reinitializations



Conclusions

• CHC is very competitive with other algorithms and performs better in 
then all-in certain conditions. Shows the algorithm is very robust.

• Performance of CHC and Delta shows that restarts during genetic
search are an effective method for maintaining population diversity.
• Earlier study suggest high initial population and mutation rate

• ESGA and GENITOR is only effective when RMHC performs well

• Thus, might indicate populations converge quickly and depends on mutation

• Delta Coding performs consistently well with and without Grey
Coding



Conclusions

• The suite of test problems should be reviewed
• RMHC perform better then GA in several functions

• However, RMHC do not always perform well in real-world problems and GA are needed
when simpler methods fail

• Argue that a good test suite should be resistant to simple stochastic hill-climbing
algorithms

• GA are most useful when other simpler methods fail
• So if stochastic hill climbing methods can solve the problem relatively easy, 

then the power of GA is not tested enough

• There is no theoretically reason to expect that Grey coding an
arbritrarily function will locate the optimal solution easier for GA


